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Abstract 
 
Trend removal is an important problem in most communication systems.  Here, we show a proposed 

algorithm for trend (background) removal from Raman Spectra by merging local variance estimation and 

cubic spline interpolation methods. We found that Raman spectrum does not need a smoothing process to 

remove trend from noisy signals. Employing this technique results in more speedy and noiseless systems 

than other techniques that use wavelet transformation to suppress noise. 
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1. Introduction 

 
Spectroscopy is the study of the interaction between matter (a particle that has rest mass) and 

radiated energy. Spectroscopic data is often represented by a spectrum, a (frequency & intensity) 

which is the response of intensity to the frequency [1]. 

 

Raman spectroscopy is an application of spectroscopy, and it has a lot of advantages. It can be 

used with solids and liquids. There is no need for sample preparation. It is non-destructive, and it 

is acquired quickly within seconds. Also, Raman spectroscopy has some disadvantages. It cannot 

be used for metals or alloys. The detection process needs a sensitive instrumentation. The Sample 

can be destroyed by heating through the intense laser radiation, and the fluorescence of impurities 

in the sample itself can hide the Raman spectrum [2]. 

 

Raman spectrum is defined as a plot of the intensity of Raman scattered radiation as a function of 

its frequency difference from the incident radiation. Due to the existence of the background 

affecting the main spectrum, the detection becomes very difficult. So, it is necessary for applying 
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a background correction method (BCM) to the spectrum before performing analysis of the spectra 

obtained from Raman spectroscopy [3]. 

 

In signal processing software, it is necessary to be able to distinguish noise and background from 

the original signal. To express this mathematically, a sampled signal can be considered as an 

array (S) that can be given as: 

  

 

                                                                        S = (ps+ B) + N                                                   (1) 

 

Where, ps , B and N refer to the noiseless signal without background, background, and noise, 

respectively. 

 

 

It is important to remove noise and background signals from the experimental spectrum. In most 

cases, it is necessary to apply a proper background correction algorithm in order to increase the 

effective resolution for quantitative analyses [4].    

 

The BCM algorithms can be categorized into two major groups, based on the type of information 

which needs to be extracted from original signals. The first group of BCMs includes methods 

requiring knowledge about background, blurring effect and noise that often deal with signals by 

using knowledge about the signal components such as background shape, position and SNR. This 

category includes the noise median method [5], signal removal method (SRM) [6] and threshold-

based classification (TBC) [7]. 

 

The second group of BCMs includes those requiring knowledge about frequency of signal 

components, as it is well known that the noise and background would have completely different 

characteristics, because noise is generally a high-frequency phenomenon, while background has a 

low-frequency component of the signal. This type of signal processing includes Fourier transform 

(FT) [8] and wavelet transforms (WT) method [9]. 

 

In signal removal methodology (SRM), peaks are removed from the spectrum using the 

derivative of the spectrum to understand the position, starting, and finishing points of 

these peaks. We can use continuous WT (CWT) and discrete WT (DWT) as alternative 

approaches to get derivatives of noisy signals [10–13]. 

 

There are several algorithms used to solve the background problem. One of these algorithms is 

based on combining SRM and CWT methodologies. This algorithm is developed by Kandjanih et 

al. [3]. This algorithm starts with employing CWT to calculate the second derivative of the noisy 

signal, which identifies signal peak positions in the experimental spectrum. To remove the signal 

peak component of the spectrum and fit the reminiscent spectrum the SRM method to be used to 

find the background, which is further subtracted from the original spectrum to obtain a 

background corrected signal.  

 

In this paper, we present a proposed algorithm based on using the local variance estimation and 

cubic spline interpolation to make background correction, wherein the error was found 

considerably as the best value reported so far for similar studies. The major advantage of the 
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current approach is that it does not involve any smoothing step which is a major challenge in 

obtaining background-corrected spectra. 

 

We organize the paper as follows. Section two includes the problem formulation. Section 3 

introduces the method of solution of the trend problem. Section 4 includes the discussion of the 

local variance and cubic spline interpolation concepts, and then an explanation of how to generate 

a simulated Raman spectrum with the types of trends (linear, sigmoidal, and sinusoidal) is given 

in section 5. Section 6 shows the results. Finally, section 7 gives the concluding remarks.  

 

2. Problem Formulation 

 
We aim to remove a type of noise called trend or background from noisy signal and extract the 

original noiseless signal with minimum error, high performance and less data processing time. 

This will be applied on Raman spectrum using local variance estimation and cubic spline 

interpolation to detect trend, and hence make some calculations to estimate variance and apply 

interpolation to remove the trend.  

 

3. Method of Solution 

 
We present a smoothing algorithm for trend removal by carrying out some calculations using the 

Matlab package starting from generating simulated Raman spectrum by Matlab, adding three 

types of trend (linear, sigmoidal, and sinusoidal) to the original simulated spectrum, estimating 

local variance to determine peak values and their vicinity to remove them, and applying cubic 

spline interpolation in the removed regions from the spectra determine the trend and subtract it. 

We can summarize the proposed method in the following steps: 

 

• Simulate Raman spectrum. 

• Add one of three types of trends (linear, sigmoidal and sinusoidal trend). 

• Estimate local variance to estimate the peak regions for removal. 

• Apply cubic spline interpolation to interpolate in removed peak regions. 

• Subtract the estimated trend without peaks from the noise spectrum. 

• Estimate RMSE between an original spectral without trend and the spectrum after 

trend removal. 
 

4.Local Variance and Cubic Spline Interpolation Concepts  

 
As mentioned in theory of probability and statistics, variance measures how far a set of numbers 

is spread out. When variance is equal to zero, it indicates that all the values are identical. Also, 

when variance has a small value, it indicates that the data is very close to the mean (expected 

value) and hence to each other, and a high value indicates that the data is very spreading out 

around the mean and from each other [14].  

 

We can estimate the local variance of a signal x(n) as follows [15]: 
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where (2K+1) is the number of samples in the short segment used in the estimation and   is the 

local mean defined as:- 
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Interpolation is defined simply as it is an informed estimate of the unknown. It is defined also as 

a model based recovery of continuous data from discrete data within a known range of abscissa. 

In digital signal processing, interpolation is considered as a digital convolution operation. This 

convolution operation can be implemented using the digital filtering approach, row by row and 

then column by column, separately. 

 
Spline interpolation is a type of interpolation where the interpolant is a special type of 

piecewise polynomial called a spline. We preferred Spline interpolation over 

polynomial interpolation as it has a small interpolation error even when using low 

degree polynomials for the spline. Also, spline interpolation avoids the problem of 

Runge's phenomenon, which occurs only in high degree polynomials [15]. Figure 1 

shows the shape of spline. 

 

 

 
 

 

 

 

 

 

 

Fig.1 Spline shape 

 

5.Generation of Simulated Spectra 

 
We utilize in this paper Matlab for MS Windows, version 7.10 (R2010b) for the experimental 

steps. First, Raman peaks were simulated using a Gaussian function and it is expressed as: 

 

 

                                   ���� = �. �
�
	
.���	
��

��
�
                                                                                (4)           

 

where a is the intensity controller, c and σ	are mean and variance of the Gaussian peak, 

respectively as shown in Fig 2. 
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Fig. 2: Simulated Raman spectrum 

 

For accuracy, we simulated Gaussian peaks of variable quantity with random positions, intensity 

and width with three trends as linear, sigmoid and sinusoid forms and variable background 

constants. Then we added a trend (background). 
 

A.Linear Trend: 

 
                                                    Trend = a.x+b                                                             (5) 

 

where, a is the slope of the linear trend and b is a constant. This is shown in fig 3. 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Spectrum with linear trend 

B.Sigmoidal Trend: 

 

 

                                              Background = 
�

��������������
� + �	                                                (6) 

                                                           
where a defines the gradient at the inflection point, c defines the location of the inflection point, I 

defines the intensity controller and O defines the offset, and this is shown in next figure. 
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Fig. 4: Spectrum with sigmoidal trend 

 

 

C.Sinusoidal trend: 

 

                                         Background = ��.� sin�
�

�
�. � + �                                                          (7)    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5: Spectrum with sinusoidal trend. 

 

6.Trend Removal Results  
 

After these calculations, we can extract the trend from the noisy spectra. 

 

A.Linear Trend 
  

The estimated linear trend is shown in Fig. (6).   
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Fig 6: Estimated linear trend. 

 

 

 

 

Then remove the estimated linear trend from the spectrum with linear trend fig (3), we use 

subtraction and get the spectrum with trend removal in Fig 7. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig7:   Spectrum after trend removal for the linear case, MSE= 0.0015. 

 

B.Sigmoidal Trend  

 

The estimated sinusoidal trend is shown in Fig. (8). 
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Fig8. Estimated sigmoidal trend 

 

 

 

After trend removal, we get the spectrum in Fig 9. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig9: Spectrum after trend removal for the sigmoidal case, MSE=0.001 
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C.Sinusoidal Trend:  
 

The estimated sinusoidal trend is shown in Fig. (10). 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig10. Estimated sinusoidal trend 

 

After trend removal, we get the spectrum in Fig 11. 

 

 
 

                  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig11 .Spectrum after trend removal for the sinusoidal trend, MSE=0.0019 
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8. Conclusions 

 
This paper presented an efficient trend removal algorithm from Raman spectra. This 

algorithm is based simply on local variance estimation, and cubic spline interpolation. 

Simulation results have revealed the success of the proposed trend removal algorithm 

with various types of trends and various levels of peaks in spectra. As compared to the 

Kandjani′s algorithm which achieves MSE values in the range of 0.1 to 0.2, the proposed 

algorithm achieves MSE values in the range of 0.001 to 0.002.  
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