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ABSTRACT 

 
The Fault detection which is based on fuzzy modeling is investigated. Takagi-Sugeno (TS) fuzzy model can 

be derived by structure and parameter identification, where only the input-output data of the identified 

system are available. In the structure identification step, Gustafson-Kessel clustering algorithm (GKCA) is 

used to detect clusters of different geometrical shapes in the data set and to obtain the point-wise 

membership function of the premise. In the parameter identification step, Unscented Kalman filter (UKF) is 

used to estimate the parameters of the premise’s membership function. In the consequence part, Kalman 

filter (KF) algorithm is applied as a linear regression to estimate parameters of the TS model using the 

input-output data set. Then, the obtained fuzzy model is used to detect the fault. Simulations are provided to 

demonstrate the effectiveness of the theoretical results. 
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1. INTRODUCTION 
 
Since fault detection (FD) &diagnosis technique is essential to improve the safety and reliability 

of dynamic systems, recently more and more attention has been paid to FD. Many FD methods 

have been developed to detect and identify sensor and actuator faults, such as analytical 

redundancy [1-3], a neural network [4], parameter identification method based on Fourier 

Transform [5], testing the covariance matrix of the innovation sequence [5], testing the eigen 

values of the sample covariance matrix [6]. All of these methods mentioned above are based upon 

model. Models with good accuracy are necessary to improve the correct diagnostic of faults. 

However, with the rapid development of industrial technology, the modern industrial processes 

have become more and more complicated and large-scale. It is thus difficult to construct an 

effective and explicit physical model to characterize these dynamical systems. Sometimes, it is 

even impossible to model nonlinear systems by analytical equations [7]. Here, the fuzzy modeling 

has been extensively used to model complex nonlinear system through a set of measured input-

output data [8]. The Takagi-Sugeno (TS) model, which uses the fuzzy modeling technique, 

approximate the nonlinear system by smoothly interpolating affine local models. Each local 

model contributes to the global model in a fuzzy subset of the space characterized by a 

membership function [9]. Then, based on the established system model, FD can be carried out. 

A TS fuzzy model is usually constructed in three steps:  
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Step 1: fuzzy clustering  

Among various clustering algorithm, the Gustafson-Kessel clustering algorithm (GKCA) [10] has 

been widely studied and applied by many researchers. The Gustafson-Kessel (GK) algorithm, 

which is the fuzzy generalization of the Adaptive Distance Dynamic Clusters algorithm, searches 

for ellipsoidal clusters. An advantage of the GK algorithm over Fuzzy C-means (FCM) [11] is 

that GK can detect clusters of different shape and orientation in one data set.  

 

Multidimensional fuzzy sets can be derived by clustering in the product space, but they are 

generally difficult to be dealt with. In order to solve this problem, projected one-dimensional 

fuzzy sets are usually preferred. 

 

Step 2: estimate the parameters of the premise’s membership function  

 

In order to obtain a fuzzy model, the premise’s membership functions must be expressed in a 

form that allows computation of the membership degrees for input data not contained in the data 

set. Each update estimation of the parameter vector corresponding to a nonlinear equation is 

computed from the previous estimate and the new input data (here the input data are the point-

wise values of the membership function). To achieve this step, Unscented Kalman filter (UKF) is 

used to approximate the point-wise defined membership functions by some suitable nonlinear 

functions, for example normal function. The UKF as an improvement to the extended Kalman 

filter (EKF) is one of the most widely used approach to analyze the stochastic nonlinear systems 

[12]. This method is based on the unscented transform (UT) technique, a mechanism for 

propagating mean and covariance through a nonlinear transformation [13, 14]. The state vector is 

represented by a minimal set of carefully chosen sample points, called sigma points, which 

approximate the posterior mean and covariance of the Gaussian random variable with a second 

order accuracy[15, 16]. In contrast, the linearization technique used in the EKF can only achieve 

first order accuracy. Generally, the prediction accuracy of UKF is better than EKF when the 

model is highly nonlinear. The UKF has the same level of computational complexity as that of 

EKF, both of which are within the order ( 3)O L . Furthermore, Since the nonlinear models are 

used without linearization, the UKF is not necessary to compute the Jacobian or Hessians 

matrices [17, 18]. 

 

Step 3: estimation of the TS parameters  

 

For linear dynamic systems with white process and measurement noise, the Kalman filter is an 

optimal estimator [19]. The KF is used as a linear regression to efficiently choose the parameter 

values of the consequent part (TS parameters) of the fuzzy model from the input-output data of 

the identified system. 

 

[20] proposes a fuzzy-modeling scheme combining GKCA and KF. GKCA is used to detect 

clusters of different geometrical shapes in the data set and to obtain the point-wise membership 

functions of the premise. After that, a KF is first used to estimate the parameters of the premise’s 

membership function. Then, the KF is also used as a linear regression to efficiently choose the 

parameter values of the consequent part (TS parameters) of the fuzzy model from the input-output 

data of the identified system. KF process is a linear recursive minimum mean-square estimation 

procedure. However, it can only deal with linear equation. In this sense, in order to obtain the 

linear part, α -cut of the considered membership function is taken. Obviously, there are some 

drawbacks with this algorithm  
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In order to obtain membership function for the premise’s fuzzy sets, the multidimensional fuzzy 

set defined point-wise in the   row of the partition matrix is projected onto the regressor. Division 

of each membership function into two sets ( sets are obtained for each regressor and  sets are 

obtained for all regressors). It needs large amount of computation 

 

The selection of α relies entirely on experience. Too much or too small will influence on 

membership function approximation. Moreover, the cut data causes the loss of useful 

information. 

 

The straight line which is used to approximate each set is not very good fit of the data. 

 

In this paper, we point-wise define the premise membership function for the regressor, each 

membership function as a sets ( c sets are obtained for each regressor and cn sets are obtained for 

all regressors). This will halve the amount of computation. Obviously, it is more accurate to 

approximate the point-wise defined membership function by some suitable nonlinear function. 

UKF is utilized to approximate the nonlinear function. A common FD approach is to keep 

tracking residuals of measurement and compare them against a set threshold value. The residual 

can be generated by the comparison of actual sample points and estimated sample points .  

 

The structure of this paper is as follow. In section 2, the TS fuzzy models principle is 

summarized. Section 3 gives new fuzzy modeling algorithm. Fault detection is presented in 

section 4. Section 5 presents some simulation results. Conclusions are given in section 6.  

 

2. TS FUZZY MODELS 
 
In this section, the TS fuzzy models principle is summarized. The TS fuzzy model can represent 

or model any unknown nonlinear system ( )y f x= , on the basis of some available input-output 

data 1 2[ ,  ..., ]T

t t t ntx x x x=  and t
y . 

 

In the TS fuzzy model, the rule consequents are crisp function of the model inputs 

 

             i
R :  if x is ( )

i
A x , then     1, 2,...,T

i i iy a x b i c= + =                                      (1) 

 

where is the   dimensional input invariable， is the output invariable.  and are the  dimensional 

TS parameters.  denotes the  th rule and   is the number of rules in the rule base.   is the premise 

multivariable membership function of the  th rule.  is the parameter vector of the  th rule 

Multi dimensional fuzzy sets can be derived by clustering in the product space. But it is generally 

difficult to be interpreted, so projected one-dimensional fuzzy sets are usually preferred. 

 

The TS fuzzy system is described as a set of c fuzzy rules where the i th rule is as follows: 

 

i
R :  if 1x is 1 1( )

i
A x and …and n

x is ( )
in n

A x  , then     1, 2,...,T

i i iy a x b i c= + =        (2) 

 

The final output of the TS fuzzy model for an arbitrary input sample can be calculated using the 

following expression: 
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where ( )
i

xβ  represent the firing strength of the i th rule, and it has calculated by the following 

equation: 

                     
1

( )
ij

n

i A

j

xβ µ
=

= ∏                                                                             (4) 

ijA
µ is the membership function of the fuzzy set ijA . 

 

3. NEW FUZZY MODELING ALGORITHM 
 

The loop of establishing and training T-S fuzzy model by Gustafson-Kessel clustering 

algorithm (GKCA) and UKF is as follows: 

 

 

Fig.1 Flow chat of the new fuzzy modelling 
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A detailed description of the algorithm is provided next. 

 

1. From the input–output sequences 1{( , )}N

k k tx y = , partition the data into a set of local 

linear submodels by using GKCA in the product space X Y× . 
 

2. Obtain the membership functions for the premise variables by using cluster projections 

and UKF. 
 

Estimate the consequent parameters by KF algorithm. 
 

3.1 FUZZY CLUSTERING  
 
Fuzzy clustering is an important tool to identify the structure in data. The Gustafson-Kessel(GK) 

algorithm, which is the fuzzy generalization of the Adaptive Distance Dynamic Clusters 

algorithm, searches for ellipsoidal clusters. An advantage of the GK algorithm over Fuzzy C-

means (FCM) is that GK can detect clusters of different shape and orientation in one data set. 

 

The original objective functional for the GK algorithm is the following: 

1 1

( ) ( )
c N

m T

it t i i t i

i t

J z v M z vµ
= =

= − −∑∑                                     (5) 

The following restrictions hold 

    

1

1     1
N

m

it

t

t Nµ
=

= ≤ ≤∑
                                                      (6) 

where  is a positive-definite symmetric matrix related to the covariance matrix   of the  th 

prototype,  is a weighting exponent that determines the fuzziness of the resulting cluster(for a 

crisp  , fuzzy model  , but typically  ). is the number of data points,  is the number clusters,  is the 

th data point,  is the  th cluster centre,   is the degree of the membership of the  th data point in the  

th cluster centre. 

 

3.2 PREMISE MEMBERSHIP FUNCTION 
 

UKF as an improvement to extended Kalman filter (EKF) is the most widely used approach to 

analyze the stochastic nonlinear system and show good performance in many cases[12]. In this 

sense, we propose to use UKF as a nonlinear regression as follow: consider cn sets, each set 

represents the nonlinear part of the point-wise set of a certain premise’s membership function (for 

example Gauss type membership function). So we obtain cn parameter vector. In each set, we will 

have jN data (samples), where j denotes the j th set. 

 

Then, each set can be modeled by the following measurement equation 
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2

2

( , )                1, 2...

( )
   exp( )       1, 2...

2

j j j j

t t t

j j
jt

t jj

A h x v j cn

x d
v t N

θ

σ

= + =

−
= − + =

                           (7) 

where [ , ]j j jdθ σ= is the parameters vector,  j

tv is the measurement noise, 
jN  is the number of 

data(samples) in the j th set and the j denotes the j th nonlinear regression. 

jθ  will be considered as a state variable, so the state equation will be  

         
1 1

j j j j

t t tF wθ θ − −= +                                                             (8) 

 

where  is the value of the state variable at the moment  ,  is the state noise,  is the state transition 

matrix we assume that  and  are uncorrelated zero mean Gaussian random vectors and their 

covariance matrices are   and   

 
The procedure for implementing the UKF can be summarized as follows: 

 

Step 1: sigma points calculation 

1 1 1 1[ ,  ( ) ]j j j

t t t t
n Pχ θ θ λ− − − −= ± +

) ) )
                                                         (9) 

Step 2: prediction 

                                                                     | 1 1

j j j

t t t
Fχ χ− −=  

| 1 1| 1

j j j

t t t tFθ θ− − −=
) )

 

                 | 1 1| 1

j j j jT

t t t t
P F P F Q− − −= +
)

                                               (10) 

Step 3: update. 

| 1 | 1( )j j

t t t tA h θ− −=
) )  

 | 1  | 1( )
j j

l t t l t thγ χ− −=
 

2

 | 1 | 1  | 1 | 1

0

( )( )j j
t t

n
j c j j j j T

l l t t t t l t t t tA A
l

P A A Rω γ γ− − − −
=

= − − +∑
) ))  

2

| 1  | 1 | 1

0

( )( )j j
t t

n
j c j j j j T

l t t t l t t t tA
l

P A R
θ

ω χ θ γ− − −
=

= − − +∑
) ))  
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1
j j j j

t t t t

j j

t A A A
K P P

θ

−=
) )

 

| 1 | 1
( )j j j j

t t t t t t t
K A Aθ θ − −= + −

) ) )

 

             
1

| 1 j j
t t

j T

t t t t tA A
P P K P K

−

−= −
) ) )

                                                 (11) 

 

where,
2

0 / ( ) (1 )c
nω λ λ α β= + + − + , / 2( )         1...2m c

l l n l nω ω λ λ= = + = ,
2( 1)nλ α= − . 

c

lω  is a set 

of scalar weights, and n  is the state dimension; the parameter α determines the spread of 

the sigma points around x
)

 and is usually set to 1 4 1e α− ≤ ≤ , The constant β  is used to 

incorporate part of the prior knowledge of the distribution of x  , and for Gaussian 

distributions, 2β =  is optimal.  

 

Often it is expected that the system parameters do not vary or, if they do, the variation is 

much slower than that of the system state. So, we will take jF I= . 

 

3.3 ESTIMATION CONSEQUENT PARAMETERS 
 

In this section, KF algorithm is used to compute the consequent parameters from the data 

set and the estimated premise’s membership functions. 

From (3), we have 

          

1

( )( )
c

T

i i i

i

y x a x bψ
=

= +∑
)                                                              (12) 

where

1

( )
( )

( )

i
i c

i

i

x
x

x

β
ψ

β
=

=

∑ is the normalized activation value of the i th rule. 

[ ] [ ] [ ] [ ]1 2 1 1
( )  1   ( )  1 ... ( )  1  ...  

T

c c c
y x x x x x x a b a bψ ψ ψ =  
)  

            [ ]1 1 ...  
T

c c
a b a bΦ = , [ ] [ ] [ ]1 2( )  1   ( )  1 ... ( )  1cx x x x x xψ ψ ψ Ω =                       (13) 

The measurement equation can be taken as the following form 

                                              
t t t

y v= Ω Φ +
)                                                         (14) 

Then, jθ  will be considered as a state variable, so the state equation will be  
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1 1t t t

F w− −Φ = Φ +                                                         (15) 

Now, we can use KF to estimate the TS parameter vector t
Φ as follows: 

| 1 1| 1t t t tF− − −Φ = Φ
) )

   

| 1 1| 1

T

t t t tP FP F Q− − −= +  

1

| 1 | 1( )T T

t t t t t t t tK P P R
−

− −= Ω Ω Ω +  

| | 1 | 1( )t t t t t t t t tK y− −Φ = Φ + − Ω Φ
) ) )

 

                          
| | 1 | 1t t t t t t t tP P K P− −= − Ω                                                (16) 

where tΦ
)

is the estimated value of t
Φ . Also, we will take F I= . 

 

4. PROCESS FAULT DETECTION 
 
The fuzzy FD system is based on fuzzy models identified directly from data. A model is used to 

estimate the nominal output signals. 

 

            y y∆ = −
)

                                                         (17) 
 

where y is the output of the system and y
)

is the output of the model in normal operation. When 

any component of ∆  is bigger than a certain threshold, the system detects a fault. 

 

5.SIMULATION 
 
The sampling period of training data and testing data are all 0.05h. We choose 800 data points 

without fault and 600 data points with fault 1 after collecting 200 data points without fault. The 

number of clusters 12c = .  
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Fig.2 the red solid line indicates the actual membership function, the black dotted line indicates 

the premise membership function based on UKF, the blue dashed line indicates the premise 

membership function based on KF 
 

    

Fig.3 the actual sample point without fault and estimated sample point without fault 

 
Fig.4 the residual with fault 

 

Fig.5 the actual sample point without fault and the estimated sample point with fault  

0 100 200 300 400 500 600 700 800 900
0.185

0.19

0.195

0.2

0.205

0.21

0.215

0.22

0.225

0.23

0.235
no fault model output

sampling point

v
a

ri
a

b
le

 N
O

 1

estimated value without fault

actual value without fault

0 100 200 300 400 500 600 700 800 900
0

0.005

0.01

0.015

sampling point

re
s

id
u

a
l

0 100 200 300 400 500 600 700 800 900
-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

sampling point

v
a

ri
a
b

le
 N

O
 1

actual value without fault

estimated value with fault



 
Circuits and Systems: An International Journal (CSIJ), Vol. 1, No.3, July 2014 

 

10 
 

 

Fig.6 the residual with fault 

The membership functions is given in Fig.2. The red solid line indicates the actual membership 

function, the black dotted line indicates the premise membership function based on UKF, the blue 

dashed line indicates the premise membership function based on KF. It can be seen from the 

figure that both approaches track the true state. However, the obtained premise membership based 

on UKF is more close to the true value than based on KF. It means that estimating the premise 

membership based on UKF is superior to based on KF.  

 

In Fig.3, we can see that the actual sample point can be tracked well by the estimated sample 

point. Fig.4 shows that the absolute value of the residuals which is derived by subtracting the 

estimated value of the actual value is lower than the threshold. The simulation results consistent 

with the actual case.  

 

When the fault 1 occurs at the step 200, the simulation results are given in Fig.5-6. The estimated 

sample points have deviated from actual sample points after 200 steps in Fig5 due to the fault, but 

the actual sample point can be tracked well by the estimated sample point after the step 500 

because of feedback effect. The fault makes absolute value of the residuals exceed the threshold 

at step 206 which is given in Fig.6. I.e. the fault can be detected after occurrence of 6 steps. 

 

6.CONCLUSION 
 

In this paper, a fault detection algorithm based on data driven is proposed. The proposed 

algorithm is composed of two steps: (1) fuzzy modeling contain fuzzy clustering, determination 

of premise membership functions and TS parameters. (2) Fault detection based on the established 

model. In the first step, a fuzzy modeling scheme on the basis of the GKCA and UKF to estimate 

the premise membership, KF is used to estimate the TS parameter. The performances of the 

proposed algorithm are demonstrated on the TE challenge problem. 
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